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Abstract—The Beowulf class of parallel computimgachine
started as amall researclproject at NASA GoddardSpace
Flight Center’'s Center oExcellence in Space Datad In-
formation Science4CESDIS). From that worlevolved a
new class of scalable machigemprised ofmass market
common off-the-shelf components {OTS) using dreely
available operatingsystem and industry-standard software
packages. A Beowulf-classystem provides extraordinary
benefits inprice-performance. Beowulf-clasystemsare in
place and doing real work at sevelRBASA researclcenters,
are supportingNASA-funded academicesearchand operat-
ing at DOE and NIH. The NASA user communigynducted
an intensetwo-day workshop in Pasadenagalifornia on
October 22-23, 1997. This first workshop Beowulf-class
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1. INTRODUCTION

NASA is relying on a policy of “better, fastesheaper” to
accomplish more of its mission in shorter time wigduced
budget. Many aspects of th@oad andgrowing NASA
mission rely on the availability ofadvancedcomputing
capability including science, engineerirt@taassimilation,
spaceborne flight and instrumentation control, data archiving

systems consisted primarily of technical discussions toand dissemination, signal processiagdsimulation. High-

establish the scope of opportunities, challengasrent
researchactivities, and directions for NASA computing

end computing in particular has been a significdllenge
due to anumber of factors which havimited their avail-

employing Beowulf-class systems. The technical discussior@Pility. These includehigh cost, decreasingnumber of
ranged from app"cation research to programming vendors, varlablllty oiarchitec;turetypesa_cross vendors and
methodologies. Thispaper provides an overview of the between successive generations of a giwmdor,andoften
findings and conclusions of the workshop. The workshopinadequatesoftware environments. An alternativapproach
determinedthat Beowulf-classsystemscan delivermulti- ~ to achieving medium to high-entbmputing is thedirect
Gflops performance atinprecedented price-performance butapplication of mass market commodityff-the-shelf

that software environmentswere not fully functional or
robust, especially for largetfdreadnought’-scalsystems. It
is recommendethat theBeowulf community engage in an
activity to integrate, port, odevelop, where appropriate,
necessary components of thaftware infrastructure téully
realizethe potential ofBeowulf-classcomputing to meet
NASA and other agency computing requirements.
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(M2COTS) PC technology. Receativances incapability
and price have contributed ttheir emergence as siable
path to scalable computing systems for scientific and
engineering applications. Beowulf is an edfSA project

to explore and develop this potential opportunity NM&xSA
mission computing requirements. Beowulf-class systems are
being employed atmany NASA centers fordiverse uses
including Earthand space sciences, computationaero-
sciences,and computer sciencanvestigations. The first
NASA workshop on Beowulf-class clustered computing was
held on October 22 and 23, 1997 in Pasadenasidsored

by the NASA AmesResearctCenterandhosted bythe Jet
Propulsion Laboratory. Thispaper presents anearly
assessment dBeowulf-classcomputing systemsased on
the findings of that workshogndreports of varioustudies
presented there.



2. A REVOLUTION in PRICE-PERFORMANCE are replacingJnix workstations as the single user platform
. f choice in many academicinstitutions. It may bethat
In September, 1996 at the DOE Los Alamos I\l""t'onaﬁinux has the single largest installbdse of any Unix-like

Laboratory and the NASA Jet Propulsion_aboratory N software available todayVith the advent ofFast Ethernet,
collaboration with Caltech, twomedium-scale parallel |, cost 100 Mbps communications is now?GOTS

M?COTS systems were installed. B)ctoberboth sites had  ro\iging $200per port price for moderateconfigurations.
performed acomplexN-body gravitationalsimulation of 2 gqfyare for Fast Ethernet is now availabtederLinux for
million particles using anadvancedtree-codealgorithm. jy,ally every networkinterface card. Asvill be seen this
Each of these systems cost approximately $50,000 anglye| of intérconnectbandwidth is both necessary and
achieved asustained performance df19 Gflopsand1.26 g icient for many applicationand thus balancedclusters
Gflops, respectivelyThesetwo systemswvere demonstrated using PCscannow be implementedFinally, MPPs from

at Supercomputing’96 in Pittsburgand were connected q ora ofthe HPCC program established a relatively low
together on the floor for the first timesing 16-100 Mbps oyl of expectation in quality of parallel programming
FastEthernet point-to-pointines. The same&odewas run  ,oqal and runtime execution system. This expected
again and achieved a sustained capability of over 2 Gﬂc’psﬁaradigm, messageassing, hasbeen formalized and

without further optimization of thecode for this new  gandardized in the MPI distributgnlogramming library and
configuration. These results were of sufficient interest that g 5y ajlaple on essentially all commercial parallel computers
full-page news — article entitled *Do it yourself ¢ \ve|l as on Beowulf. The result of all of thegends is
Supercomputers” was published Bciencein December a1 in the 1997 and 1998 time frame, cluster®@6 have
1996 . The importance dhis experiment was that it pecome a viable alternative teendor supplied parallel

demonstratedhat real .WOI‘|d scienceapplicationscquld be computers for many (butot all) scienceand engineering
performed for a price-performance of approximately applications.

$32/MFlops; roughly 10 times less than thatcofmmercial
vendorofferings. Since then, significameductions in cost
haveoccurredsuch that essentially the same sysit=an be
acquiredfor less thar35,000. Itshould also baiotedthat ~Beowulf-class Clustered PC Systems

in that same period, some vendor prieductions havéeen  \What, thenjs a Beowulf-classystem? It is a combination
aggressiveand in certain casesmeasured price-performance of hardware, software, and usage which whilenot all
differential between Beowulind vendoofferings can be as encompassing, yields a domain e@bmputing that is
little as a factor of 4 in favor of Beowulf-class systems. scalable, exhibitsexcellent price-performance, provides a
sophisticated and robust environment,and has broad
A interrelated sequence oihcremental changes in the applicability. All Beowulf-classsystems compriselusters
complicated nonlinear tradeoff spatasled to this dramatic  of PCs, sometimegeferred to as &pile of PCs”. In most
new direction in paralletomputing.One is the significant cases, the processor is of the Intel X86 family (e.g., 80486,
reduction invendorsupportechigh performancecomputing.  Pentium, Pentium Pro) butdoes not exclude other
While therewereoncemany companies thatere dedicated  architecturessuch as the DEC Alpha or Power PC if
to producing high-engystems,today thereare only four integrated in dow costmotherboardncorporating defacto
such companiesnd none of theseconsiderthis class of industry interface standards.
system to be their maiproductline. Companies likeCray

Research, Incand Convex have beenacquired by other  Beowulf-class systems exclusively employ COTS
mainline workstationand servercorporations likeSilicon  technology, usuallyargeted tothe mass marketherecost
Graphics, IncandHewlett Packardrespectively And these  penefits of massproduction and distribution drive prices
appear to besupporting market strategies thdimit  down. The exception tchis is in global networking
scalability of these systems. second change ithat the  technology which while COTS, is not masmrketdue to
performanceand capacity of MCOTS-basedsystemshave  the relatively small volume. In thisase, a bound iplaced
converged with the capabilities of their workstatmmented  on the cosper port and if networkingvendors carprovide
counterparts. PC processausdworkstation processors are their product within that cost framework, they are included.
now within the same performance regime. This is due to the

rapid increase in floating poimerformancemprovement of  Beowulf-class systems employ Unix-like operating systems
PCs over the last three generations which is rougliégtar  ith source code availability and low (or ne)st. The cost
of 18 while the improvement for workstatigorocessors issye is important because to pay for an O/S licenseaft
over the same period is aboufeator of 5, both remarkable  node of a multihundred-nodBeowulf cluster could be
but clearly the PC is catching. Both class systems now pronibitively expensive. Sourcecode availability  is
use the same memoriemdinterface standard®@.g., PCI). jmportant because it enablesustom modifications to
Secondary storage for PQS using EIDE drives is close to thgicijitate parallelcomputation. Both Linuxand BSD are
of SCSl-basedsystems incapacity and performance but o504 examples afuch software. HoweveSolaris is also
significantly less expensive. A majdifferencebetween PC  yailable from Sun Microsystems and with certain
and workstation desktop computing used to be theftvare  cysiomers  they have established formal  working
environments. While workstationsad sophisticated Unix relationships thaachievethe sameend. It should beoted

operating systems?Cs werelimited to DOS.Today, PCS  nat other cluster PC work is beirgnducted based on the
run Linux which isequal to oreven superior to any of the \yindows NT operating system.

vendor offered Unix-like environmenénd Linux-based PCs



Beowulf-classsystems employ message passaxgcution
models. Usually thesare explicit models such asPlI,
PVM, or in thenearfuture MPI-2, with some use dbw-

level mechanisms such as the direct use of sockets. Implici

use of message passing is atoployedand is likely to

become a larger part of the application codes over time. BSF

andHPF providethe user with theappearance of global
name spacéut are sufficiently constraining as an API that
the underlying compilergan automatically insermessage
passing calls, relieving therogrammer ofthis burden.
Some experimental software supported distributsldared
memory programming models have bedgveloped. But
although the programmer needs not handle the actual
generation of message traffic, locality managemergtii$
crucial to effective paralleéxecution. Manyprogrammers
feel that given this hands-on locality management
requirement,they might as well use explicimessage
passing.

While thereare many important applications idata pro-
cessing, the focus fdeowulf-classsystems isscience and
engineering applicationsThese are routinely (but not
always) floating point intensive buteven soinvolve a
substantial amount of memoagccesehavior. Somesuch
problemsaretruly dataintensive such aslataassimilation
from large remote scientific sensors data archiving for
future scientific data product generation. Beowulfs are
finding significant use in computecience researdor the
development of newools and environments such as for
metacomputing where control over a testbe#tdg to early
development, even when tiead softwarewill be employed
on publicly accessiblesystems. Probably, theastest
growing area ofBeowulf use is as a learning platform for
computer science education. Thaystemsoffer flexibility
andprice advantagesver vendorofferings that make them
ideal for pedagogical purposes.

Beowulf-class systems ajest one of dargeassortment of
parallel computing systertypes. Theyare anexample of
general clusteredomputing. This isdistinguished from
metacomputing that may exploit computers aler the
country through the internet, tightlgoupledsystems that
include classical mainframedong with MPPsand SMPs,

and vector and SIMD architecturesthat employ efficient

Advantages of Beowulf

Except for certain examples of special purpdseices and
pme applications ofeconfigurablelogic, Beowulf-class
systems achieve the bgsice-performancavailable in any
alablesystem. There aresome exceptions to thighere
applicationsare ofsuch a formand structure that they are
unsuitable for Beowulf-class systems, exhibiting poor
performanceBut for applicationcodes suitable tothem,
Beowulf-class systems show superioperformance for
comparably priced systems.

But thereare anumber ofadditional advantagethat make
Beowulf-classsystems particularly welbuited for certain
environments. One broad advantage is their rapid response to
technology trends. The latest advances in microprocessor and
other mass market technologtesd to findtheir way into

PCs faster than to other platformdPPs, SMPsandother
moderate to high-end parallebmputersrequirelong design
cyclesandthe technology upon which theyre basednust

be available at the beginningherefore, it isoften thecase

that vendorparallel systemsincorporate technologyhat is

two to three year®ld. Technologyfound in Beowulf-class
systems can be as little as a few mouith (at procurement)
because there is no design cycle; opaet of a MCOTS
subsystem, it can be immediately migrated into a Beowulf.

Many manufactureranddistributorsproduce,integrate, and
market hardware systerasd subsystems that meet fieto
industry standards developed through the evolution of the PC
platform. This producescompetition for virtually every
aspect of technology making wgeowulf-classsystems and
there is nosingle-point vendor to which Beowulf is
vulnerable. Even Intel has competitiamd must meet its
own object code computability requirements. Thus the
Beowulf usergets market-drivenlow prices with second-
sourcing on essentially all parts.

One of themost powerful aspects of thBeowulf approach

is “just-in-place” configuration. The organization or
topology of aBeowulf-classsystemcan bedevised by the
end user (or system administrator) at the time of installation.
The structure can reflect the latest in technology
opportunity, or speciatiataflow paths associatedwith a

hardware mechanisms for managing a certain type of data aR@'ticular application or workload. Furthermorsuch

flow control structure. Clusteredomputing assumes that

organization can be reversed or changeadapt tochanging

each node has its own standalone operating system connecfi§§ds ofnew subsystem capabilities. Thisrist only true

by moderate tchigh latency LANs. Workstatiorclusters
such as the COW dNOW work examinedmany of the
issuesand developedome solutions now beingonfronted

with the network but alsdor the subsystemsntegrated
within a given nodes. As disk priceslrop anddensities
increase, up grades to secondary storage become routine.

by the Beowulf-class systems. Another form of clustering igeowulf-classsystemsarescalable. Initially, such systems
cycle harvesting where networked workstations lying idle ardvere limited to 8 or 1éodeswith a couple of examples of

employed on offhours to perform some joint usually
embarrassingly parallel workload. Beowufdl under the
Pile of PCs category using M"2COTS for dedicated
moderately coupled systems. NT clusters alsoufadler the
Pile of PCs grouping as do P@embined fordistributed
sharedmemory computation usindpardware andsoftware
tools.

32- and 48-node systems in 1996. Now, there are many sites
with systems comprisingpver 100 nodes and plans to
implement systems of 8w hundrednodeswithin the year.
There is at least one example of a thousamdksystem in

the works. Although not 8eowulf-classsystem, the ASCI

Red system incorporates thaentical chip level technology

as that ofBeowulf with the exception of the NI@hetwork
interface controllerand showseffective computation out to
many thousands of processors. Much work remains to be
done on system organization, networkingnd software



infrastructure to make thesgstems highlyscalableacross

PCs to do real world applications? If so, what leveprife-

the broadest range giroblems, but today, many problems performance gain could be achieved over conventional vendor

are known to scale at least beyond a hundred nodes.

Beowulf-class systems leverage the enormousbody of
software developed bjhe computesciencecommunity and
continues todraw upon thissource as it integrates aver
increasingarray oftools tofacilitate use of thesesystems.
Linux combinedwith the Gnu compilersand tools, X

windows, MPI, and a host of other contributors makes up acalability. Software issues are

powerful set of capabilities. This brings a lot dgvelopers
to arenaeither intentionally or otherwise tproduce new
software useful to Beowulf. Thesanclude the parallel
programming methodologietound on virtually all other
vendor supplied parallel computers such as MPI.

The NASA Beowulf Project

Beowulf-classsystemsand concepts have beedeveloped,
sometimesindependently, at aumber of R&D organiza-

products of comparable performance? On such a system what
was required to devise a software environment to manage PC
clusters? And, could PClusters bescaled to hundreds of
nodes to achieve supercompyperformance? Aumber of
issues pertinent tBeowulf-classsystemsrelate to these
questions.Hardware related subjects include interconnect
bandwidth and latency, both of which impact system
the programming
environments and resource management tools. Another issue
is how these systems evolve in tipeesence ofrapid
technology changeg&inally, the possibility of supporting
distributed shared memory models of programming and
computation must be considered.

The Beowulf projecthas gone througthree generations of
processor technologgnd networking technology as well as
critical transitions inmotherboardsnd rapidimprovements
in disk. The focus for the project hlsen on applications,
networking, facilitatingmiddleware,and scalability. A year

tions aroundthe country. One of the earliest was theago, JPL and Caltech began a Beowulf project with a strong

Beowulf project, from which the name dhis class of
computing hasbeen derived. The Beowulf project was
initiated in late 1993 as part of the NASA HP®&arth and
space sciences programthe GoddardSpaceFlight Center.
This general researclprogram called for a single user
“gigaflops” scienceworkstation. At the time, thascale of
performance was unavailafi®m the vendorsfor lessthan
half a million dollars. An evaluation of thequirements for
a scientific station for NASAshowed that disk access
capacity and bandwidth was far more important touser
responsetime than was floating poinperformance. A
typical session would involve the scientist loading ladge
sets from acentral file server over asharedlocal area
network (LAN). Becausethe disk and memory space of
workstations at that timevere relatively small, many of
these accesses wereedundantcopying in the samedata
repeatedly. This led tebng responsdimes to the user, and
congestion for shared file server and LAN resources.
Analysis showedthat for theprice of a high-end scientific
workstation,assumed to b&50,000, a cluster of lowost
PCs could be assembledith anorder of magnitudelarger
disk capacity and approximately 8 times the diakdwidth.
Such a systerwould comprise 180486 (100MHz) PCs
with 32 MBytes of memoryand 1.6 GBytes of disk per
node, integrated with 1Mbps Ethernet. The systemould
be capable of a peak performance agproximately 1

gigaOPS. Therequirementfor an accessible operating

system similar to thosased onscientific workstations was
satisfied bythe then experimental Linux operatisgstem.
The critical gap was the lack o#fdequate low-level
networking software. This wa®cognized as ammportant
enabling technology. Fortunately, an expert in tirisa was

available. All the elements of a new project were available:

charter, funding, aision, the enabling technologgnd the
necessary talent. The Beowulf project was born.

The Beowulf projectwas devised to address set of key
guestions to determine the viability of the opportunitigis
class of computing mightprovide. The firstand most
fundamental questiowas if and how to harness aile of

emphasis on applications. NASA Amé&esearch Center
also began the Whitney project, anoth&eowulf-class
system with a strong emphasis on system tools. Ifalhe
of 1996, using the neWentium Pro (200MHz) processor-
based 16-nodesystem, both JPL/Caltecrand LANL
performedthe N-body calculation achieving > 1 Gflops
sustained performance and > 2 Gflops on the flo&GiB6.
Large systems ofover 100 processorswere assembled at
both GSFC and JPL/Caltech in the Fall of 1997 to
demonstratend evaluatescalability. A number of tutorials
have been conducted on “How to Build a Beowulf” at various
conferences and laook of that title is in the works. All of
these activities culminated in the NASeowulf workshop
in October, 1997.

3. MaJOR FINDINGS

The first NASA Workshop onBeowulf-class Clustered
Computing considered the broadt of issueselated tothis
emerging technology. While some of ttetailedissues are
discussed in the following sections, the strategic findings of
the workshop are summarized here.

NASA Beowulf Sites Beowulf-class clusteredsystems
employing mass market commodity off the shelPQ@TS)
componentsarebeing employed by aaumber of groups at
several NASA centers for a variety of purposes. This type of
parallel computing is likely to be the single fastest growing
category in 1998 both within NASA and across the nation’s
high performance computing community.

8lIASA Beowulf Applications Beowulf-class clustered
computingcan be animportantsource of medium to high-
end computing for many NASAmission problems. A
number of NASA related applications have been successfully
demonstrated orsystems ranging upowards a hundred
processors achieving sevef@flops sustainedoerformance
and unprecedented price-performance.




Advantages of Beowulf Beowulf-class systems are
distinguished from commercial parallsystems incritical
ways including superioprice-performancehigh flexibility,
reconfigurability, rapid response to technologgdvances,

invulnerability to singlevendor decisions, stable system

architectureclass, and the human benefits ofcomputer
ownership.”
Limitations of Beowulf. Beowulf-class systems are not

balancedcomputation,wherethe networkdoesnot become
the bottleneck. A rule of thumb is that the netwshould
cost approximately onguarter ofthe total system cost.
Given that a curremiodecost isbetween$1600and $1800
per node without communication, the cost for
communication penodeshould be betwee$i530 and $600
per node.

appropriate forall applications or user environments andSeveral alternative technologiese being employed to

they should beadoptedonly after determination of their
suitability to meet specific requirements.

Network Bandwidth and Latency Issues The primary
bottlenecks toBeowulf-classsystem scalingand efficiency

are network bi-section bandwidth, latency, and global
synchronization. FadEthernet provides sufficient pewde
bandwidth in many cases but large scjstemsare limited
by global switch throughput. Advanced algorithmic
techniques havereduced sensitivity to communication
latencyandslow global synchronizatiobarrierssuch that

integrate clusters ofPCs. FastEthernet has apeak
bandwidth of100 Mbps. Each networkinterface controller
(NIC) costs approximately$50. Latency for messages
between applications between separate nodesughly 100
microseconds (less than 80 microseconds has been observed).
Eight-way and 16-way non-blocking switcheare available.

With discounts, d6-way switchcostsbetween$2500 and
$3000 per switch. For small systems (1processors or
less), the per node cost for communication is perhaps about
$225, much less than the $608r nodethat is considered
acceptable.

Fast Ethernet latency can be tolerated by many applications.

EmergingSystemSoftwareEnvironments A critical mass
of necessarysystem software is being assembled but

Myrinet is a secondhigh bandwidth network developed to
integrate workstations and as a systamanetwork (SAN).
Its per node bandwidtrexceeds 1Gbpsand it exhibits a

additional development irfunctionality, robustness, and latency of below 20 microseconds. Availaltelay are 8-

interoperability isrequiredfor full benefit of thesesystems
to be realized. Environmental requirements differ

port switches. These are relatively inexpensivedevices
costing less than $3,000péece but are blocking and can

dramatically between small single-user Beowulf-systems anéad to issues of contentiamderheavy loads or wheunsed

large “dreadnought’scale systems supporting broad user

in largetopological structures. Unfortunately, the NICs for

base and multiple simultaneous users. While the smallMyrinet are expensive in the range of $1,400 pent. With

system software environmentappears to be converging, the high price of the interconnect cables,

dreadnought support &till an openquestionandfew users
are completely happy in either case at this stage.

Next Generation Capabilities Near term technology
advances improcessor, busseandnetworking will make a
guantum leap in capability at low cost in the next twears
and Beowulf system methodology will be positionedéke
immediate advantage ofthese improvements foend-user
workloads.

NASA Beowulf Community Established The workshop
met its important objective of establishingN&ASA-wide

community in Beowulf-class computing and identifyingar

term directionnecessary foachieving full benefits of its
potential capabilities. Aframework of websites, e-mail

lists, and special interest groups will éstablished byhis

community to facilitate NASA exploitation fofbetter,

faster, cheaper” high-end computing.

4. SrsTEM AREA NETWORK TECHNOLOGY and
SCALING

aystem
employing Myrinet can dedicatehalf of the cost to the
communication network; probably not thealance one
would choose.

For small systems of up to 16 or 2¥des, single-switch
solutions using FadEthernetare simple and cost effective.
Beyond that scaledsystemsrequire some compromises in
cost and performance. A numberdifferent techniquebave
been attemptedlustachieving up to 24(@rocessors is not
difficult requiring a two-level treeomprisingnodes of 16-
way Fast Ethernet switches. This costs little mmeenode
as only a single additional switch at the root node oftriée
is required. And wherelocality can be exploited,
communicationbetween processors dhe same switch is
just as fast as the smaller systems. Rutsystem wide
random communication, the root node switch can be a severe
bottleneck as well as imposing a somewdraaterlatency.
One solution to this problenwould appear to be to use
multiple switches at this roatetwork node but this turns
out to be impossibldecausehe “spanningtree” routing
algorithmsused bythese switchegrecludemultiple paths
existing between any two points. Thus, bi-section
bandwidth cannot be increased byganging multiple
channels.

The level of interconnect infrastructure to integrate the

processing nodes needs to besufficient to support
application communicatiorequirementsbut small enough
to keepcost within appropriate bounds. itan beexpected

that as the number of nodes of a system is increased, that
cost of the integration network grows superlinearly. An

important factor is the level of interconnectequired for

If processing nodes can also serve as networking nodes, then

highly varied and sophisticated topologiescan be
structed. Thémpact is thateachsuch processonode

adds some delay in the message patk@ismission time as

well as subtracting from the overall compute capability of



the processor itself. Within these constraints, the scalabilitfogether by four channels, eacapable of 1Gbpsdatarate.
of such organizationcan be substantial in size. One This technology is likely texpand toenabledreadnought-
additional difficulty isthe limited number of NICs that can scalesystems of dew hundredprocessorand at acost of
be employed from a single processor. NICs with ufiots  about $500 per processor.
Ethernet portareavailable. An up to four of thesmn be
included in a single node, limited by the number of PCI bus
slots available. Ahypercubetopology is possible with 5. AppLIcATIONS and A GORITHMS
degree 4, 8, 12, or possibly 16 (pont&r nodewhich could
allow many thousands of processors toirtierconnected in If there is asingle objective ofBeowulf directed applied
a single system. Smalhypercube systems have been researchitis th@earterm application of these systems for
implementedwith somesuccess inspite of theadditional  high performance atnprecedentedost for abroadrange of
processonodelatencies. Another such structure witked =~ NASA problems. At issueare examples of such
degree (3 or 4)are toroidal topologies, again employing applications, their scaling characteristics, the impact of
through processor communication. If anything, these permietworking on application behaviognd the quality of
even largemumbers of processomsithout increasing the SUPPOrt programming environments.
number of ports per processor node. But bi-section
bandwidth doesiot growadequatelywhile networklatency Latency isthe biggestifferencebetween a Beowulaind a
does expandgignificantly. Such systemare probably only  supercomputer. However there are latency tolerant
appropriate for certain classes applications with well applications, e.g., when the resolution is sufficient but more
behaved andhighly localized communication patterns. physics per grid point gives more return. Highlyjuned
Hybrid topologies using both switchesand through  applications such as benchmagksoften latency tolerant.
processor communicaticzan providesuperior performance  However, multiprocess applications oftérave gratuitous
and price performancewhen data accesspatterns across synchronizations that inhibjperformance on Beowulf-class
processorsare known and taken into account. Switches systems. One important factor is global barrier
connecting subsets of total systerades can handleigh ~ Synchronization which is particularly costly dBeowulf-
bandwidth trafficwithout blocking whilethrough-processor class systems. It is necessary to reformulate our applications
node communication permits high scalabilitand large to remove unnecessarysometimes implicit barriers)
system structures. This is particularly useful dataflow-  synchronizations. A betteunderstanding isneededabout
like computing data streams. concurrent, latency toleranhierarchical memory (parallel
out-of-core) algorithms. David Bailey of NASA Ames
Another approach isising ahierarchy of communication Research Center says that researchers at Aredgcoming
technologies for moderate bandwidth channels into eadl  interested inpursuing this problemThere is a chancthat
andhigh bandwidth backplanefor global communication. we cantradenetwork bandwidthfor latency byreducing the
An example of such a system is the Prominet P550 switchumber of synchronizations.
with 22 Gbps switch throughput connecting clusters of 20-
port FastEthernet channels. Up to 120 podan be so Even in the short time that Beowulf-class computers have
connected or multiples of these backplanes can be been available, a number of important scientific and
interconnected for even greater system size. Caltech’s Centemgineering codes have been developed to perform real-world
for Advanced Computing Researchhas a 160-processor end user computations. Table 1 below provides a
system employing two such backplan&sch handles 80 representative list with an emphasis on but not limited to
Fast Ethernet portsand the two backplanesare connected NASA-related applications:

Table 1. Scientific and Engineering Codes Developed for Beowulf-class Computers

Organization Code
ARC Implicit CFD, FFTs, Multigrid NAS Benchmarks
Caltech AstrophysicaN-body Tree Codes, Simulation Result Analysis

Codes, Smooth ParticldydrodynamicsCode, Vortex Dynamigs,
Reactive Chemical Flow

Clemson Parallel File System, Gauss Siedel Sorting

Drexel N-body Tree Code, SPH, Weatherand Storm Front Modeling
Nuclear Shell Model Code, Particle Scattering

GMU Combinatorial Optimizations

GSFC, Drexel N-body Gravity Code




Table 1. Scientific and Engineering Codes Developed for Beowulf-class Computers, cont.

Organization Code

GSFC, Drexel, CESDIS Prometheus, 2-D PPM, Stellar Convection, 4 Gflops on the Hive

GWU Level Zero Processing from Telemetry, GSFC code 500

GWU, GSFC, CESDIS Wavelets, Image Registration

JPL 3-D Planetary Thermal Convectio@cean Circulation Codd
Finite Difference Electromagnetics Codefinite Element EN
code, Physical Optics EMode,3-D Fluid Flow with Multigrid,
Parallel MATLIB, 2-D FEM EM with Scattering

= D

NIH Macro Molecular Simulations and Modeling: CHARMM,
AMBER; Quantum Chemistry: GAMESS

Impact of Network on Application Performance performanceor 8 MBytes/second penode bandwidthwith
respect toessentially infinite bandwidth is approximately

Applications  vary significantly in the amount of 3504 for the SP benchmark. At 3@@desthe performance
interprocessobandwidthrequired andthe latency ofsuch — yeqradation is estimated at 25% fois benchmark Similar
interconnection that thegan tolerate. Tounderstand the experiments run for LUand BT showed 4% and 8%

requirements of a range oépplications is nontrivial.  yeqradationrespectively, at 100 processofbiese findings
However, some studies omepresentativeproblems have iy gicate that Fast Ethernet provides acceptable bandwidth but
been performedthat are beginning toreveal the level of  h5; someperformancémprovementwould bederivedfrom
communication that may be necessary. someincrease innetwork bandwidthThis implies that the

) . use of channel bonding to support dual networks might be a
Studies conducted bylLos Alamos NationalLaboratory  yseful approach. There is one underlying assumpticthisf
comparing performance of tiebody gravitational treeode  study which has yet to be justified in practice. It assumes
were conducted onlLoki, a 16-processor Beowulf-class tnat there is sufficient global netwobandwidth tosupport
system using FastEthernet interconnect, with a 16- 100 Mbps per port. Furthermore, noconsideration was
processor slice othe ASCI Red machine, which uses gjven to the issue of contention which suggetisrefore,
essentially the same parts liiffers in its communication  the possible need for non-blocking switches interconnecting

network. The ASCI Red network has muchhigher  pyndreds of nodes. Such technology at sufficielatly cost
bandwidth and lower latency such that it mightcbesidered s ot available today.

almost infinite compared tahe more modedBeowulf-class

system. Thestudies showed that overall performance 5 empirical study at the NASAGoddard Space Flight
improvement of ASCI Red versus Loki was on trder of Centercompared 10Mbps Ethernet with 100 Mbp&ast
25 to 30%. Ethernet in a series of file copy experiments locally and

) between nodes. Bhowedthat regular Etherne{10 Mbps)
Analysis performed at the NASA AméesearciCenter on a5 a bottleneckndseverely constrained overdile copy
three of the NAS Parall@enchmarks examinetthe impact throughput, causing degradation oB0% in the worstase
of both networkbandwidthandlatency on a penodebasis  measured. In contrast, Fast Ethernet was shown to exhibit a
over a range of several hundred nodes. Two important reSUEI%gradation ofbout 15%, worst case. The resultstiugse
were derivedrom this investigation. The fir_sthowedthat, experiments again demonstratet FastEthernetprovides
at least for these problems, network latencies ortter of  dequate network bandwidth for Beowulf-class systems and is

100 microseconds is goodenough with thesustained pajanced with respect to the other resources comprising these
performance neahat of theideal casefor more than 200 gystems.

processors. The codes run (SP, ldddBT) weredeveloped

to be latency insensitive so these results should not apply to
any arbitrary, even parallelcode. But these results do
demonstratehat for a set obenchmarkscrafted to reflect
NASA requirements,algorithms can be devised with  The following distinguish theharacteristics of application
sufficient built-in latency tolerancethat Fast Ethernet  algorithms that scale from those that do not scale.
technology is acceptable.

Algorithm Scaling Characteristics

_ _ 1. Applications thatare written in a“parallel out-of-core”
The second result relates to network bandwidth, again for thstyle tend to run well on the Beowulf-class systems. This is
same set of benchmarks. At 100 noddegradation of



becausethe granularity of the parallelization imrge and
explicit.

2. Applications thatan bewritten without explicit global
synchronizations tend to run well on Beowulf clagstems.
For example, explicit time stegriddedCFD codescan use
pairwise send/receive pairs.

3. Applications that combine all of their communications
into one massive communication, such as one glob

transpose.

Grid-based CFD, Image processing, Tree N-body codes
already work well on a Beowulf-class system.

There are a number of application-driven rdlest Beowulf-
class systemscan play in significantly advancing the
computational objectives of NASA. Some of theselsted
below.

1. Low cost, locallycontrolled computing platform for

Application Performance Analysis

There is an established literatumbout scaling ofselected
applications. FutureBeowulf application papersshould
include performancenodeling to includehe dependency on
computation, memorypandwidth, interprocesstandwidth,
and barrier synchronizations. Exhaustive analytical formulas
are greatbut impractical.ldentify the parametershat are
useful thatcan be collected in automatic mannefe.g.,
ike Warren’s flop, page faults, integer ops, cache
isses).The message passing libraries should give statistics
about messageaffic and synchronization. Weecommend
that an empirically fitted performance model canirmuded
in Beowulf paperghat try predict future performance on
Linux systems. Someone could develop a utility twkect
the statisticsduring arun for MPI-like XPVM or T3E
apprentice. Someormuld develop autility that will take
the collected statistics and create an empirical formula.

6. SrsTEM SoFTWARE and TooLs

small groups doing NASA-supported computational scienceBeowulf-class systems require a robust software environment

2. NGST and Space Interferometrynissions bothwant
control over thecomputing platform. Anadvantage of a

system whollyowned by aproject is that the project can

control thequeuingsystem. TheBeowulf architecture can
support an on-demand client/server system.

3. Low cost, locally controlled educational platforms.

4. Remote Validation Centenseed inexpensive, reliable

systemsdistributed aroundhe nation to run a small set of

standard applications for that region’s specific data needs.

for application programmingand resource management.
NASA contributed significantly to thdevelopment of a set

of guidelines for softwarenvironments on parallalystems
under the leadership of Prof. Cherri Pancake of Oregon State
University. The principal requirement areas are as follows:

— Application Development

— Debugging/Tuning Tools

— Low-level Programming Interfaces
— Operating System Services

— Ensemble Management

— Documentation

5. Data assimilation needs scalable computing systems with Was an objective of the NAS/Beowulf workshop to

large 1/0O capabilities.

6. Multispectraldataprocessingand image registration are
both very parallelizable.

survey available software and ongoing softwdegelopment
projects foreach oftheseareas aghey relate to Beowulf-

class systemsnd to identify gapswithin this framework
that need to be addressed Huture developmentand/or
porting activities. Forach ofthe areas specifiedbove, a
significant body of software exists or imderdevelopment.
A detailed list is provided in Table 2 below.

Table 2. Software/Tool Areas Existing or Under Development

| Software/Tool Areas |

Name/Status

Application Development

Utilities
Languages
GNU C, C++, f77
PGI C, C++, 77, HPF
Absoft f77, f90
NAG f77, f90

sh, csh, grep, egrep, sed, diff, vi, ex, make, et al.; all available via GNU
f77, C, C++, f90, linker, mixed language support




Table 2. Software/Tool Areas Existing or Under Development, cont.

| Software/Tool Areas | Name/Status

Debugging/Tuning Tools

Interactive Parallel ARC P2D2 project is being ported to Beowulf-class clusters
Debugger/Postmortem

Debugger

Profiling Tools Single Processor; Standard Gprof Utility

Event/Message-passing PABLO project
Tracing Tools ARC AIMS project may be ported to Beowulf-class clusters

Hardware Performance  LANL has the beginnings of a hardware monitoring tool
Monitoring Tools

Low-level Programming Interfaces (Libraries)

Message Passing MPI, PVM
Argonne MPICH, LAM MPI, publicly available PVM
POSIX Treads Available
Math Libraries FFT, BLAS, Random; BLAS and Random Number Generator Availa
(Optimized Single
Processor)

Math Libraries (parallel)  FFT, Plapack Available
Array Permutation
Timers (Wall-Clock, System, and User Time) All Standard Features
Linux

Parallel /0 Clemson PVFES parallel file system (beta quality?)
ARC PMPIO MPI-2 /O library (available)
Argonne ROMIO MPI-2 I/O library (available)
ARC ESP FS parallel file system (development just beginning)

Dle

Operating System Services

TCP/IP Standard Part of Linux

Files System (w/Long Available, Except >4GB Files Which is in Development
Names, >4GB File
Systems, >4GB Files)

Job Queuing and EASY

Scheduling (Batch, LoBoS Queueing System

Space-sharing, Time-  ARC PBS Project

sharing)

Accounting ARC Acct++ Site-wide Accounting Project (will be ported to Linux)

Quotas and Limits
Enforcement




Other software requires enhanced developntemt.example,
particularly important is a set of ensembt@anagement
tools, “Beoware, Grendel, orBeotools,” that is under
developmentand which is providing increasing control of
the distributed resources as a single system image.

But for others, development is a priority. These include:

— Common Boot/ Install/Configure Package
— System Monitoring Web-Based Software
— Parallel rsh, ps, Kill, top, etc.

Listed below are other software examplesthat require
enhanced development as well.

— Rock Solid MPI

— Batch Job Queuing & Scheduling

— Parallel File System

— f90 (Absoft and NAG supply compilers), perhapgrant
to move g77 to g90

— Optimizedmath libraries (collecand put into RPMs);
BLAS, Linpack, LApack, PLApack (rather than
SCALapack); MIT FFT library

— Unified system image software

— Fast synchronization software

— Job accounting

— Gang scheduling

Documentation

There is asubstantialbody of documentation foLinux,
MPI, andPVM. Some documentation directlyelated to
Beowulf specificissuesis available via the web. A new
book, “How to Build a Beowulf”, isbeing developed by
Sterling, Becker, and Salmon.

Other Issues for Software Environments

A critical-mass is beginning to fornhut would greatly
benefit from more community development. It was agreed t
create anew mailing list devoted toBeowulf developers
(developers@beowulf.orgland to use the “beowulf.org”
address as alearing house foinformation. In addition,
follow-up communication is essentiagnd a follow-on
workshop should be considered.

In addition to concrete softwaréevelopment, moravork
needs to be done ithreerelated areas: hardenirspftware,
software packagingand Beowulf-specific documentation.
Considerable softwarbas been written foBeowulf-class
clusters that works for the auth(@nd perhaps a fevbrave
individuals), but isn’'t ready for prime time. Givexlditional
time and resources,hardened” versions of this software
(e.g., parallel rsh scriptsand hardware performance
monitoring utilities)would be of great benefit tthe larger
Beowulf community. General agreememtasreachedhat a
common software packaging methodology woudshhance
cooperation,and that RedHatRPM format should be the
basis for such packagingFinally, Beowulf-specific

documentation, beginning with a FAghd quickstart guide,
should be created.

Standardsdevelopmentalso would enhancethe Beowulf
effort. Areas identified for standardization incluithe parallel
model of execution(to foster communication among
researchers)the parallel rshinterfaces(to permit portable
script development);and a method of describing cluster
architecture(to supportautomatedtools for configuration,
booting, and monitoring the cluster).

Finally, transfer of Beowultechnology wasddressed. The
discussionincluded approachesanging from traditional
organizational methods, to use of the GNU or Liritrge
software methodologyWhere norestrictionsare made on
softwaredistribution, to forming aragreementvith one of
the commerciavendors ofLinux (e.g., RedHat) to give
them non-exclusive rights to abftware(letting themgive
it away). The consensuseemed to bethat the best
alternative was to use th&ee software methodology—
anyone can contribute, someone acts as a central contact and
integrator,andall developedsoftware is freely distributed—
which has resulted in such wide distribution, use and
progress with Linux.

Beowulf-classsystems come in two flavors: small and
“dreadnought.” The small systemsare characterized by
having about 30 nodes andeav users who run a couple of
different applications. Thdreadnoughflavor is hundreds of
nodes and many users running a broad ranggpplications.
Although thereare avariety of configurationand software
choices, thearchitecture ofsmall systems seems to be
converging; larger systems, however, remain anopen
question.

HPF poses serious problerfte Beowulf clusters due to
unnecessary implicit synchronizations. However, the use of
a global address space is still very appealing to many NASA
scientists. There may beaw” sharedmemory libraries that
may work for a Beowulf-class system with tens of
processors. For exampl€eadMarksfrom Rice University
has arelaxedconsistencyshared-memory modehat relies

Bn the user to insert thshared-memorysynchronization
library calls. A prototype ofrelaxed consistencyshared
memory was implemented at GSFC called Hrunting, but the
work needs to be finished soon.

7. SCALABILITY

The first Beowulf-class systems were small and mediize
with many 8-, 16-,and32-processosystemsand afew 48-
processosystems.Thesesmall- to medium-scalesystems
were well suited to thesoftware and hardwareresources
availableand werecapable of a fewsflops performance on
favorableapplications. Systembeyondthis size (up to a
few hundredprocessors)referred to as “dreadnought-scale”
are being plannedand assemblecdand difficulties have been
encountered,inhibiting their effective use under certain
circumstances. A number of issusere explored to better
understandthe nature of scalability tadreadnought-scale
Beowulf-class systems.



Metrics Determining Factors

Scalability spans a number of metrics in system capabilitfhe scalability of a system class such Beowulf depends
which include the conventional parameters of all on a number of complementing factoesch ofwhich must

parallel/distributed machines: scale accordingly in order for differemtagnitudesystems to
operate in a balanced manner. Much of the current work is in

— Flops making each oftheseareasscalable to extenthe utility of

— Ops Beowulf systems to 10 Gflops and beyond.

— Memory Size

— Memory Bandwidth Hardware MCOTS parts impose limitations in scaling.

— Disk Capacity Even those which claim tecale havenot been rigorously

— Disk Access Rate tested under real-world application-driven conditions.

— Network Bandwidth Network hardware, especially switches, is among the

— Network Latency foremosthardwarecomponents of concern. The number of

disks on EIDE oISCSI channelgandthe number ofsuch
Even this listcan beexpanded based aircumstances such channels) is @econdfactor. A third factor isthe ability of
as message packsize, cache behavior as a function of memory bandwidth to support multiple processors per SMP
memory access patterns, similar issues related toadislss motherboard.
patterns,and soforth. But additional metrics of scalability
are also important to Beowulf-class systems. File system scalability throughparallel 1/O software,

parallel file serversand RAIDS is essential toprovide
Efficiency. Efficiency relates tothe ratio of sustained adequate usable bandwidth to secondary storage.
performance versus ideal performance of a multiple process8iystem software scalability has to support theardware
system. Efficiency is a function eforkloadscaling as well scalability. Some systeraoftware carrun serial with no
as system size. It isasier toget effectiveuse ofincreased impact on system scalability while other operating system
processing resources if the problem size grows as the, modules have to behangedboth quantitatively (e.g.,
enabling better science in a given time. Alternatively, with aconstants, tablsize) and in terms of methodologye.g.,
problem size invariant with system size, the same probleitimear search changed @flog) search).
is executed in reduced time.

Application softwaremust expose sufficient parallelism to
Costpernode Costpernode is animportantdiscriminator  spread across hundreds of nodeswith coarse enough
between Beowulf-classsystems and vendor supplied granularity thatincrease communication latencycan be
systems.Ordinarily, this may be inexcess of arorder of  overlapped with computation.
magnitudedifference,although some lowend workstations
exhibit price differentials (including special discounts) of
less than afactor of four. But afairer cost is that per pargware Bottlenecks
delivered performance: for example, cost per Mflops or Gops
per $M where performance sustained forsome suitable Beowulf-classsystemsare pushing the frontiers o€OTS
benchmark application(s). Abe system size iscaled up, hardware scalability many of the available componéate
the cost ineach case increasésr a Beowulf-classsystem beenusedalmost solely in singlgorocessorsystems or in

because the efficiency tends to decresrmithe network cost small clusters of loosely networked PCs or workstations. In
per node increases superlinearly. most ways, hardware scalability d@rectly or indirectlytied

to network scalability as that is the medium of integration.

Numberof UsersandApplications The number of users and Some additional hardware issues also impact scaling such as
applications thatan be supported aine time as systems Secondarystorage or memonpandwidth as is discussed
scale up ismportant. For small- tenedium-scalesystems below. Hardware bottleneckscan be mitigated inpart
wherethe cost isunder$100K, these systenarelikely to  through software at the applications and systems levels. But
be operated in a single-user mode. Butdi@adnought-scale these limitationstend to narronthe bounds of applications
systemswhere costs mayexceedhalf a million dollars (a  Or System size that can ultimately be employed.
1000-processor system usidgal processor nodesill cost
under$2M), multiple usersnd jobs can be anticipated to There are fewnetwork mechanismsapable ofsupporting
amortize cost and make better use of available resources. Beowulf-class systems scaled ltandreds ohodes. Myrinet
switchesare 8-port andblocking. Whilelarge structures of
Application _diversity ~ Application  diversity would thesecan be devisedhe blockingcascades, antéehavior
characterizethe generality of the systemcross algorithm may notscale formoderate or heavidbads. A number of
andscience/engineeringroblem types. This iglifficult to ~ suppliers of Fast Ethernet switches (8, 16, or 24 ports) use
quantify but is key to establishing both the utility and Spanningtree routing algorithms that limitconnections

scalability of Beowulf-class systems. betweenany two points to a single path. Thuganging
multiple channels is not possible icrease bandwidth and

a bottleneck inbandwidthresults. A new class dawitches
combining Fast Ethernet with very high bandwidth
backplanes ixoming on the market, but dar there has




beenlittle experiencawith these.Latencyalso grows with
system scaling and network size which aggravates
performance.

The cost of networks grow superlinearly with sc&eyond
a certainpoint the cost of the networkan overwhelm the
cost of the rest of the system. &oss-switch cosscales
O(n?). A trade-off betweencost, latency,and bandwidth

results fromdifferent interconnect schemes even as the

choice of topologies is limited by othbardwareconstraints
like the spanning tree routing algorithms.

FastEthernet is good fosmall systems but thbi-section
bandwidth pernode decreases ahe height of thetree
increases to accommodate mcreasing number ofodes,
given thefixed degree ofthe switching nodes. Myrinet is
fastandcangrow to largesizes, but is initiallyexpensive
and an increasing proportion of the switch p@nts used for

internal network connections; it is easy to make a Myrine

network that is more than half the total cost oflagge
Beowulf-class system.

While most partsused by Beowulf-classsystems are
M2COTS, there are no obvious external marketforces
driving the development of large-scalw-cost switches.
The market for small- and medium-scale Beovayi§tems is
expected to be relatively large due to the low entry-level co
and the need fasuch systems iacademidnstitutions with
constrained budgets.

Network bandwidth can be limited, not only by the network
but by its interface to thaode.This may be dundamental
constraint of the memorgandwidth ofthe node or of the
interface bus which today is usually 32-BiI€l. Some new
motherboards includememory interleaving for higher
memorybandwidth.Also, 64-bit PCI with a higheclock
rate will be available shortly as well.

Memory bandwidth limitations impactanother aspect of
system scaling, the number pfocessorswithin a single
SMP node. While motherboards with up to 4 processors p
node are available, and in a fully cache-coherent
configuration, the memorybandwidth is inadequate to
support good utilization of theseprocessors except in
particularly carefully crafted codeghat make particularly
favorable usage othe two layers ofcaches oneach
processor.

Increases inhardwarefailures are likely as systemscale
grows. This is especially truéuring the initial phase of
system operatiorExperienceshows that 95% ohardware
failures occur as eesult of infant mortality with themost
likely candidates being disks, processor fans, power
supplies, and network cards in that order of probabikyst
that point, up timedor moderatesize systemsave been
measured in months.

Processor clock rates are likely double overthe next two
yearspushingadditional requirements othe memory, 1/O
interface, and networking resources.

Software Bottlenecks

Scalability from asoftware perspective relatdsoth to
performance efficiencyand to usability with increased
processor count. With regards to performance, softwarst
provide the means for representing algorithm parallelism and
for effectively utilizing system resources. This also involves
the efficiency of the system software itself. Software
enhances usability in the presence of ever larger
configurations by providing a “single system image” of the
system to the user so that system contimgsnot require
explicit node-by-node manipulation and by providtimgely
system fault detection and recovery mechanisms.

The *“single system image"approach requiressystem
software that representsthe various namespaces of the
system to baunified acrosghe systemproviding a set of
user commands that controls the operation of the machine in
Eerms of these name spaces withmaguiring explicit logon

o individual nodesFor example, thisprovides aglobal
view of all runningprocessesnd tools such as “killall’
independent of the number of processors involved.
Performance monitoring of system operation is essential for
identifying hot spots in parallel execution and load balancing
to determinebottlenecksand poor utilization which both
impact system performance. User presentation should

SFv:;onvey systenwide behaviorindependent ofhe number of

rocessors employed. It should also be able to represent only
those processors in use for a given application irctse of
space multiplexing.

'Failure management becomes more important asuheer
of system nodes increases.Static techniques to ignore
unavailable nodes areminimum requirementbut dynamic
means of fault detectionisolation, checkpointing, and
restart are essential for large system configurations.

SMPs of two tofour processorsre currently supported by
Linux but in arestrictedway. Specifically, thecurrent
implementation does not permit more than one &¥fvice
call to be performed simultaneously so thatperating
esglstem workdoesnot speed upwith additional processors
within an SMP node.

Near Term Directions

Beowulf-class computing system technology is moving
aggressivelyforward in hardwarecapability and software
sophistication. Some of thigends expectedver the next
two yearsare consideredelow. These assuméhat certain
new project startswill be undertaken, inpart, as a
consequence ofissessments such as this fiBeowulf
Workshop.

Networking Networking is about to make anothgrantum
jump in MMCOTS products. Gigabit Ethernet, which is now
operational, maydrop in price the order-of-magnitude
required to make it cost effective for Beowulf-class
computing. This will eliminate the local SAN connection as
a constraining factor on scalability.



Bandwidth Very high bandwidth network switdbackplanes
arebeginning tobecome availabland at aprice that will
permit Beowulf-class systems scaled to a fewhundred
processors.

There are anumber of reasons whieterogeneous com-
puting will be the normfor Beowulf-class computing.
Longevity of investment permitting multipl@eneration
machines is one. Anotheeason isthat the just-in-place

Linux. New versions of Linux will permit parallel execution feature of Beowulfassemblage encouragigse systems to

of O/S service calls within SMPs.

MPI-2. MPI-2 will provide new features fdoetter control

expand in time. Each new part is generally optimized for the
sweet-spot in pricand capability. For example, digbrices
have plummeted ovehe lastyear resulting in newnodes

andmanagement of system processes, communication, ahéving twice the diskapacity ofthe older ones. This is a

synchronization.

/O. For 1/O, 64-bit, highbandwidth PCI buses will be

form of heterogeneity. Processcachesizesare changing.
Currently, Pentium Il processovdath MMX and300 MHz
clock are being selectedfor Beowulf sites instead of the

incorporated in future motherboards to improve network anfentium Pro at 200 MHandsystems thatre expanding

disk access to processor and memory systems.

Memory. Memory capacity and bandwidth through

may also start toincorporate thesenewer processors.
Network structures also do not expand uniformly. This is in
part due tothe ratherstringent size constraintnd in part

interleaving will be significantly enhanced on motherboardsPecause it is easier mcrementallyadd subnetworks than

SystemSoftware Its expectedhat continued improvement
in systemssoftware forjob scheduling, debuggingnd the
system environment wilbccur incrementallythrough the
contributions of many sources.

8. HETEROGENEOUSCOMPUTING

One of the challenges to thdability of Beowulf-class

reconstruct the entire system network from scratch (although
it is not all thatdifficult). Going from 16processor to 18
processors may require the addition ofvlaole new layer to
the global networkWhen a Beowulf-classystem is being
usedfor a particularand known workload, data movement
requirements can be supported by specific network structures
to matchdata rates resulting in non-uniforniopologies.
Different processor nodes catay differentroles. There has
been along history of using someprocessor for
computation while otherare dedicatedprincipally to I/O or

computing is the issue of longevity of investment. Howsecondarystorage. This diversity of functiomcross the

long can a particular resource be employed effectibefgre
it becomes obsolete? The paralkelmputing industry has
seen machines removed from the flooot becausehey are
unable toperformtheir task, butbecauseaheir maintenance
contract is too expensive for the level operformance
delivered. In one instance last year, a particliiprocessor

processor array will be if anything extendedieowulf-class
systems. The availability of Zznd4-processoSMP nodes
providesyet anotheidegree of freedom isystem structure.
But the sharing of such resources as I/O buasdsnemory
bandwidth imposes more variation in overall system
behavior.

computer less than three-years old was powered down for the

last time because the annual cost ohi@intenance contract
could purchase apntirely newand complete Beowulf of
comparable performanceBut similar trends challenge
Beowulfs themselves. Technology advances are moxéng
fast. Every few months a new processor with a highmk
speed, larger cache, or improvatstruction setbecomes
available, making the installed base of processtightly
less state-of-the-art. Is thenly answer tothrow out a
systemevery eighteemonths, or isthere a better way to
extend the contribution of the valueade? Analternative is
to consider the possibility of Beowulf-class systems
comprising multiple generations of technology. In ghis
possibility existsbecause therare anumber of different
metrics of performanceand just because a processonde
loses ground inone dimensiordoesnot mean itcan not

The implications of employindneterogeneousystems are

far reaching and wiltequireadvancedneans of usinduture
Beowulf computers as well as sophisticated sysseftware

to support such methodologies. Tastedulingmust deal

with differences in node performance. drderfor this to be
possible, parallel applicationswill have to bestructured
with finer granularity tasks tdalancevariations in node
throughput. Otherwise, system response time would be fixed
to that of the slowest computingsource. Distributed file
managers must contend with non-uniform node disk
capacitiesand complex accesshandling throughputs. User
optimizations have to be effective acrosgariations in
system scale and configuration. Ultimately, system
resources have to be virtualizedth respect tothe user
workload, presenting a sea of resources to all users supported

performimportant functions in the other dimensions. Forby runtime adaptive allocation system softwareThese

example, inthree generationd|oating point performance
hasimproved byabout afactor of 20but disk access rates
have improvedless than afactor of 3. This mixing of
generations and distinguishing capabilities bretakamodel
of uniform processing elemenémd leads tahe conclusion
that cost effective Beowulf-classsystems, at least of
moderate to dreadnought-scal@jll invariably become
heterogeneous in nature.

requirementswill impact all levels of software including
application algorithm design, language constructs, compiler
controls and optimizations, and runtime systemsoftware
policies and mechanisms.

9. FUTURE DIRECTIONS

The in-depthreview ofthe status, capabilitiedimitations,
and opportunities for the use and evolutionBebwulf-class
systemsidentified a number of near-termtasks that, if



performed, wouldacceleratethe utility of Beowulf-class Not all applicationsand algorithms are suitable for PC
systems in meeting NASA requirements as well as those ofusters, including Beowulfs. This isdue either to
the general community. insufficient parallelism that scales with system size, or high
communications requirements and latency sensitivities.
Strategic Directions There is the opportunity to
significantly enhanceparallel computing capability through Historically, workstation microprocessors significantly out-
Beowulf-class systems and ways shouldibeised to enable performed their PC counterparts, especially in floapogqt
their early use. capability. That gap haglosed almost entirelyand is
anticipated to be eliminated ithe next generation of PC
SystemSoftwareDevelopmentNear termdevelopment of a microprocessors. This closuredae inpart to thefactor of
robustBeowulf softwareenvironment should bsupported 20 floating pointperformancegain achievedacross thdast
by employing existing toolsvhere possible, integrating three generations dhtel X86 architectures asvell as the
researchsystemsoftware whereppropriateand developing  migration of the DEC Alpha microprocessor family down to
(or sponsoring) newoftwarecomponentsvhere necessary. the PC market.
In support of this, a commoainamework for packaging all
related software should be adopted. Historically, workstationavereten times the cost of PCs
and per nodeosts of parallebystems versuBCs could be
HardwareSystems Scaling studies of criticahardware and as much as #actor of 25. Recently,vendors havebeen
software components should be conducted to establish meaggressive in cost reductions and with the still slight edge in
and methods for implementingBeowulf-class system  performance of these systems, the price performance gap has
structures across l@oadrange ofcapabilitiesandsizefrom  been closing. While order of magnitude ratiosare still
small through “dreadnought” scale systems. achievable for Beowulfsunning particularly well suited
applications, in other cases Beowulf-class systems have been
Applicationsand Algorithms  Suitability of Beowulf for a  seen todeliver price-performance advantageoolly about a
broad range ofapplications should beletermined and the factor of four.
underlying factors quantified and understood. A new . ] )
generation of latency toleramigorithms will have to be The majoradvantage ofmplementing MPPs with custom
developedfor the important computational schenithis  technology was tgrovide tight coupling ofresources by
must include detailed performancemeasurement and high bandwidth and low latency internal systemarea
modeling of parallel applicationgnd may require new networks (SAN). But COTSnterconnect technology has
monitoring tools. Neededare optimized serialand parallel ~ advanced dramatically in the last three yearsand for

libraries for important classes of computing suctBeAS  applications withmodest communicationsequirements, is
and EFET. good enough. This trend is likely to continoer the next

couple of yearswith order of magnitude improvements in
communication price performance and latency.

10. SIMMARY OF CONCLUSIONS _ _
Shared-memorgystemsare seen to provide auperioruser

Beowulf-classcomputing derives its heritage from many interface with a single-system image wherompared to
years of experience inhardware technology, parallel  distributed-memory systems (DSMs) such as Beowulfs. But
computing methodologiesand computational techniques. even onDSMSs, users oftehave to be directhengaged in
The driving force behindthe relatively suddenexpansive the management of locality by explicit allocation ddta
application of theBeowulf approach tccluster PCs is the  objectsand executabletasks toseparatgprocessingnodes.
recent maturity, capabilitiesndsynergism of theséactors  Many computational scientistsonsiderthis substantially
that bring into balance the requirements, coatsl delivered detracts from the value @SM andbelieve that onenight
performance. This paper is concluded with a summary of thgs well use message-passimgderthese circumstances as
status of Beowulf-classcomputing asunderstood by the provided by Beowulf-class systems environments.
NASA community represented at the recent workshop.

Institutional anduserneeds inprice and performancediffer
It has beenrepeatedly demonstratethat Beowulf-class widely and, while one class of users mightnd price-
systemsand other parallelsystems comprising clusters of performance to behe dominant issues, others mégd
PCs are very good for some real-world problems. As customer support to be more important to the value of the
techniques for harnessing such clusters are battierstood, end system. Beowulf-class computing provides sutespace
the range of applications will grow. in the overalltradeoff space.Therefore, it islikely in the

foreseeablduture, that institutional computingvill—and
The price-performance of Beowulf-class systems is excellentpust—include a mix of system typeand capabilities
often substantiallyexceedingany other form of computing including, but, however, not limited to, Beowulf-class
system. As a result, it makes possilalecess to parallel systems. Such a mix is likely tprovide the bestcenter-
computing at arunprecedented degree dueite low entry  wide resources when measured by overall user satisfaction.
level cost.



Acknowledgments

Over the last several years,many people have made
substantial contributions to the evoluticend effective

[8] Salmon, John K., Michael S. Warren, and G. S.
Winckelmans, “Fast Parallel Treecodes for Gravitational and
Fluid Dynamical N-Body Problemsihtl. J. Supercomputer

application of Beowulf-class computing. These include thoséPPL, 8, 29-142 1994.

who contributed tothe first NASA workshop orBeowulf-
classclusteredcomputing. Among thosare Bill Nitzberg
andDavid Bailey of Ames ResearciCenter, RoberFerraro
of JPL, Clark Mobarry, Johborband,andJim Fischer of
the GoddardSpaceFlight Center, PhilMerkey of USRA
CESDIS, Dan Ridge of the University oMaryland, and

[9] Salmon, John, and Michael 8Varren, “ParallelOut-of-
Core Methods for N-body Simulation,” 8th SIAM
Conference on Parallel Processing for Scientific Computing,
Philadelphig 1997.

Tarek El-Ghazawi of George Washington University, as well10] Sterling, ThomasPonald J. BeckerDaniel Savarese,

as the important work oolusteredcomputingconducted at
the University of Wisconsin and UBerkeley.Many others
could be cited aswell. This paper and the emerging
computing methodologies iepresents owesiuch to those
andmany others whdiave contributednuch of their time
andtalent. To all whohave participated ithis revolution,
the authors owe aeepdebt. Our thanks also to Mike
MacDonald for his help in the preparation of this paper.

REFERENCES

[1] Bailey, David, T. Harris, W. Saphir, R. Van Der
Wijngaart, A. Woo, and M. Yarrow “The NAS Parallel
Benchmarks 2.0,Technical Report NAS-95-020995.

[2] Becker, Donald J., Thomas Sterling, Daniel Savarese,
Bruce Fryxell, Kevin Olson, “Communication Overhead for
Space Science Applications on the Beowulf Parallel
Workstation,”Proceedings, High Performance and
Distributed Computing1995.

[3] Becker, Donaldl., Thomas SterlingDaniel Savarese,
John E.Dorband,Udaya A. Ranawak, Charles VPacker,
“Beowulf: A Parallel Workstation For Scientific
Computation,” Proceedings, International Conference on
Parallel Processing1995.

[4] Becker, JeffenC., Bill Nitzberg, andRob F. Van Der
Wijngaart, “Predicting Cost/Performanc&rade-offs for
Whitney: A Commodity Computing Clustef” NAS
Technical Report NAS-97-028997.

[5] Fineberg, SamueA., andKevin T. Pedretti, “Analysis
of 100Mb/s Ethernet for the Whithey Commodity
Computing Testbed,”"NAS TechnicalReport NAS-97-025
1997.

[6] Reschke, Chance, ThomaSterling, Daniel Ridge,

Daniel Savarese, DonaBecker,Philip Merkey, “A Design
Study of Alternative Network Topologies for thigeowulf

Parallel Workstation,ProceedingsHigh Performance and
Distributed Computing1996.

[7] Ridge, Daniel,Donald BeckerlThomas SterlingPhilip

Michael R. Berry, ChancReschke, “Achieving @alanced
Low-cost Architecture for Mass Storage Management
through Multiple FastEthernet Channels on tHgeowulf

Parallel Workstation,” Proceedings, InternationaParallel

Processing Symposiyrh996.

[11] Warren, MichaelS., Donald J. Becker, M. PGoda,
John K. Salmon, and Thomas Sterling, “Parallel
Supercomputing  with Commodity =~ Components,”
Proceedings othe International Conference oRarallel and
Distributed Processing Techniquesand Applications
(PDPTA'97), 1372-13811997.

[12] Warren, Michael S., John K. Salmon, Donald J.
Becker, M. P. Goda, Thomas Sterling, and G. S.
Winckelmans, “Pentium Pro Inside: I. A Treecode at 430
Gigaflops on ASCI Red, Il. Price/Performance of $50/Mflop
on Loki and Hyglac,’'Supercomputing‘971997.

Merkey, “Beowulf: Harnessing the Power of Parallelism in a

Pile-of-PCs,” Proceedings, |[EEE Aerospace Conference
1997.



